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Abstract: Entering engineering students’ cognitive data from high school and their non-cognitive self-
beliefs can be influential factors affecting their academic success and retention decision. Effectively 
modelling the relationships between these early available factors and student’s future status of 
persistence in engineering can be particularly valuable to improve student retention in engineering.  In 
this paper, twenty retention modelling systems were developed based on a combination of five retention 
models and four prominent modelling methodologies. These five retention models contain different 
collections of cognitive and/or non-cognitive factors, ranging from 9 to 71 input variables. The four 
modelling methodologies compared are: neural networks, logistic regression, discriminant analysis and 
structural equation modelling. Prediction performance results from these twenty modelling systems show 
that 1) neural network method produced the best prediction results among these four methods 
consistently, and 2) models combining both cognitive and non-cognitive data performed better than 
cognitive-only or noncognitiv-only models.  

Introduction  
Every year a group of good quality graduates from high schools entered the engineering programs across this 
country, with remarkable academic record in terms of grade point average and standardized test scores. 
However, as reported in various studies, the number of students switching of engineering continues to be a 
major issue (Augustine, 2005; Beaufait, 1991). In a study of over 300 universities, Astin found that only 47% of 
first-year engineering students eventually completed their engineering degree (Astin, 1993). For the long-term 
competitiveness of United States, this attrition problem in engineering programs is too critical to ignore. 

To effectively assist the first-year students with timely advising and  intervention starting from their first 
semesters, an accurate predictive model of retention that use only pre-college data are highly desirable. In this 
work, the authors developed new predictive systems based on four different modelling methods and five 
different sets of pre-college factors. These systems are aimed to help discover the non-persistent students in 
early stage. The predictive performances from different systems were then compared to evaluate the strength 
and weakness of competing modelling methods and collections of predictor variables. Discoveries from this 
research will be valuable in helping future researchers develop more effective models of student persistence in 
engineering. It is our belief that, with an effective predictive system on student retention, a well designed 
intervention program can then be performed in time to help retaining more quality students in engineering.   
 

Research question 
 
How do retention models, which make use of methods such as neural networks, logistic regression, discriminant 
analysis or structural equation modelling, compare in their performance in predicting first-year students’ 
retention in engineering after one year? 
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Theoretical framework  
Imbrie et al. have proposed the Model of Students’ Success (MSS) in engineering as a framework of important 
factors and major outcomes related to engineering students’ success in academics and career (Imbrie, Lin, & 
Malyscheff, 2008). In this study, the main scope of our investigation is demonstrated in Figure 1, which contains 
a subset of the factors and outcomes from the aforementioned MSS framework. Our focus is on predicting 
students’ retention in engineering after one year with pre-college cognitive and non-cognitive variables.  
 
Retention modelling systems based on neural networks (NN), logistic regression (LR), discriminant analysis 
(DA) and structural equations modelling (SEM) methods were developed independently to capture the 
relationship between potential factors and the outcome of student’s retention after one year. Detailed description 
of these factors and outcome will be provided in following methodology section. 
 

Methodology  
Data collection 

Independent Variables: The students’ 
non-cognitive measures were collected 
across nine scales in a self-reported online 
survey completed prior to the freshman 
year (Immekus, Maller, Imbrie, Wu, & 
McDermott, 2005). These scales are: 
Leadership, Deep vs. Surface Learning 
Types, Teamwork, Self-efficacy, 
Motivation, Meta-cognition, Expectancy-
value, and Major decision. 

The following eleven cognitive items 
were also collected: overall GPA and core 
GPA from high school, standardized test 
results, average high school grades in 
mathematics, science, and English classes 
and finally the number of semesters taking 
mathematics, science, and English. 

Dependent Variables: Students’ persistence in engineering was collected at the beginning of semester 
following their freshman year.  Students remaining in the lower-division and upper division engineering 
programs were considered as “retained” students. The students transferred to majors other than engineering, or 
leave the university completely were classified as “not-retained”.   

Participants: The participants in this study included 1,508 incoming first-year engineering students (289 
females, 1,219 males) at a large Midwestern university during the 2004-2005 academic year. Ethnicity was as 
follows: 2.05% African American, 0.51% American Native, 10.18% Asian/Pacific Islander, 2.64% Hispanic, 
82.43% Caucasian, 2.20% Other. 

Modelling methodologies 

Through literature reviews, several modelling methods were found to be applied in prior educational researches 
to predict students’ retention. The more frequently used ones are logistic regression, discriminant analysis and 
structural equation modelling (SEM).  These three statistics based methods, plus neural networks from machine 
learning community, were applied to develop retention models in this study.    

Logistic regression (LR) has been broadly used in educational studies to predict student’s retention or 
graduation status. Levin and Wyckoff (1991), House (1993), Schaeffers et al. (1997), Beserfield-Sacre et al. 
(1997), Zhang & RiCharde (1998) have all used logistic regression models to study student persistence in 
colleges. More recently, Besterfield-Sacre et al. (2002) developed a logistic regression model to predict first 
year engineering student’s first-term probation and reported an overall classification accuracy as 68.8%. French 
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et al. (2005) studied the enrollment status in engineering after 6 or 8 semesters using logistic regression model 
and reported a 65% correct classification rate. Among these studies on students retention using LR models, only 
Schaeffers et al. (1997) reported a correct classification rate on retention that is higher than 70%.  However, 
their model requires the use of college cumulative GPAs as the most important factor to predict the 3-5 year 
persistence, and therefore is less suitable for implementing early proactive advising for freshman students. 

Discriminant analysis (DA) is another method used in modelling college student retention in prominent 
literatures.  Pascarella and Terenzini (1983) studied students’ withdrawal status at the end of freshman year 
using discriminant analysis, and reported correct classification rates from 77% to 81%. However their factors 
were collected during the student’s first year and therefore less suitable for early intervention. Fuertes and 
Sedlacek (1994) used discriminant analysis and pre-college cognitive and non-cognitive factors to study 
retention for college Asian students. They reported 64% and 68% correct classification for 5th semester and 7th 
semester retention. Burtner (2005) studied the enrollment status after one year for engineering students and 
reported 85.2% correction classification. However, his data were collected in the later part of second semester 
(April), which also makes his approach less suitable for early intervention with freshman students.   

Structural equation modelling (SEM): Aitken (1982) developed a four equation structural model of student 
satisfaction, performance, and reported that 19.4% of the variance in the student  retention can be explained by 
his model. Nora et al. (1990) studied the relation between retention and pre-college factors and reported the 
factors in their SEM model accounted for 15.3% of the variance in retention. Cabrera et al. (1993) also use SEM 
to model college student retention after one year. They reported 45% of the observed variance in retention can 
be accounted by their model, with the most significant factors as college GPAs after first year. French et al. 
(2003) studied the relation between enrollment in engineering with factors including high school rank, SAT 
scores, university GPAs, motivation, and faculty/student integration. They found their SEM model accounted 
for 11% of the observed variance in enrollment in engineering.   

Neural Networks (NN) is a well developed modeling approach among the various tools within the Artificial 
Intelligence (AI) community.  During the past decades it has been widely used in technical applications 
involving prediction and classification, especially in areas of engineering, business and medicine (Kukar, 
Kononenko, Groselj, Kralj, & Fettich, 1999; Smith & Gupta, 2002; Tsoukalas & Uhrig, 1997).  The neural 
network model is especially attractive for modeling complex systems because of its favorable properties: 
universal function approximation capability, accommodation of multiple non-linear variables with unknown 
interactions, and good generalization ability (Coit, Jackson, & Smith, 1998). More modelling details on applying 
NN to predict student retention in engineering can be found in Imbrie et al. (2008).  

Retention Models: 
Five different forms of the base retention model (models A, B, C, D and E as shown in Table 1) were used in 
this investigation to evaluate the influence of modelling methodology on predicted results. 

 
 

Prediction performance indices 
Five performance measures are used to present the prediction performance of these retention systems: 
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Overall Accuracy for prediction measures the fraction of accurate predictions within the total number of all 
observations. Its range is 0 to 100%. The perfect score is 100%. 

POD Retained: Probability of detection (POD) for retained student measures how well the model predicts 
over those who are actually retained. Its range is 0 to 100%, with a perfect score of 100%. POD Retained equals 
to 100% means 100% of the retained students were predicted correctly. 

POD Not-Retained: Probability of detection for not retained student measures how well the model predicts 
over those who are actually not retained. Its range is 0 to 100%, with a perfect score of 100%. POD Not-
Retained equals to 100% means 100% of the not retained students were identified correctly. Other studies may 
refer to this measure as “sensitivity” for detecting not-retained students.  

Bias Retained measures the ratio of over-estimation or under-estimation on the number of predicted 
retained students over the number of actually retained students. Similarly, Bias Not-Retained measures the ratio 
of over-estimation or under-estimation on the number of predicted not-retained students over the number of 
actually not-retained students. An over-estimation of 25% will be expressed as Bias Not-Retained = +0.25%. A 
negative Bias value indicates an under-estimation. Perfect score of 0 means there is no over or under estimation. 

Findings and discussion  
Twenty sets of prediction results from five different models (A, B, C, D and E as described in Table 1) and four 
different prediction methods (NN, LR, DA and SEM) are presented in Table 2. These performance results are 
obtained and validated through k-fold cross-validation procedure with k=10. 

The risk of reporting only the overall accuracy 
Overall prediction accuracy is traditionally reported in literature. However, results from discriminant analysis 
(DA) in Table 2 show that there is a huge risk of reporting only overall prediction accuracy.  If the authors 
choose to report only the overall accuracy values in Table 2, DA will be the best performing method with 
overall accuracy values around 80% across all five models. However, a carefully examination of the Bias Not-
Retained values for DA results (from -96% to -99%) revealed a serious under-estimation of not-retained 
students. In another word, these DA models classified very few students as not-retained (i.e., at risk). This is 
further confirmed with the extremely low probability of detection (POD) for not-retained students in DA results. 
Therefore, these DA systems achieved a high prediction accuracy of 80% mostly due to the fact that there are 
only about 20% of not-retained students (even if they were mostly misclassified), in stead of possessing the true 
capability of identifying students with tendency to leave engineering. For that reason, the authors strongly 
believe that when reporting results from prediction models in similar studies, the probability of detection for 
both groups of students, as well as the bias values should be included to allow rigorous comparison. That 
practice will result in a more consistent way of presenting performances in predictive studies. 

As a result of these obvious flaws of discriminant analysis (DA) systems in this study, further comparison of 
performances from now will focus on systems based on NN, LR and SEM only. 

Table 2: Prediction results from four different prediction methods for all five models 

Performance measures  

Model Input 

 

Methods Overall 
Accuracy 

POD 
Retained 

POD Not-
Retained 

Bias 
Retained* 

Bias Not-
Retained* 

Neural networks  68.1% 76.5% 33.2% -7.3% 31.6% 

Logistic regression 68.0% 76.4% 33.0% -7.4% 32.0% 

Discriminant A. 80.6% 99.9% 0.0% 24.0% -99.7% 

A: 
Non-cognitive 
variables only 

(9 scales) 
SEM 67.5% 76.2% 31.6% -7.3% 31.6% 

Neural networks 70.3% 78.0% 38.3% -7.3% 31.6% 

Logistic regression 69.5% 77.4% 36.5% -7.5% 32.3% 

Discriminant A. 80.4% 99.8% 0.0% 23.8% -98.9% 

B: 
Pre-college 
cognitive 

variables only 
(11 items) SEM 69.9% 77.7% 37.1% -7.3% 31.6% 
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Neural networks  71.9% 79.0% 42.4% -7.3% 31.6% 

Logistic regression 70.3% 78.0% 38.1% -7.3% 31.6% 

Discriminant A. 80.4% 99.7% 0.3% 23.6% -98.2% 

C: 
Both 

cognitive and 
Non-cognitive  

(20 items) SEM 71.3% 78.6% 40.4% -7.3% 31.6% 

Neural networks 68.7% 76.9% 34.6% -7.3% 31.6% 

Logistic regression 67.6% 76.1% 32.3% -7.6% 32.7% 

Discriminant A. 80.6% 99.6% 1.4% 23.3% -96.8% 

D: 
Non-cognitive 
variables only 

(60 items) 
SEM 68.5% 76.8% 34.2% -7.4% 31.9% 

Neural networks 71.7% 78.8% 42.0% -7.3% 31.6% 

Logistic regression 71.5% 78.7% 41.7% -7.3% 31.6% 

Discriminant A. 79.9% 98.9% 1.1% 22.7% -93.9% 

E: 
Both 

cognitive and 
non-cognitive  

(71 items) SEM 71.0% 78.4% 40.3% -7.3% 31.6% 
* To achieve a foundation for direct comparison between different modelling methodologies, the authors have purposefully  
maintained a similar level of Bias Not-Retained for NN, LR and SEM systems. 

Comparing models with different sets of cognitive and non-cognitive independent variables 

So, which collection of variables provides the better input to predict retention in engineering after one year?   
Cognitive-only model performs better than non-cognitive only models: From Table 2 and Figure 2-3, we 

found cognitive-only model B performed better 
than non-cognitive-only model A and D in the 
three major performance indices (Overall 
Accuracy, POD Retained and POD Not-Retained), 
while maintaining same levels on the two 
controlled bias values. This advantage is true 
across all three modelling methods (NN, LR, 
SEM) as shown in Figure 2-3.  

Combination models performs better than both 
cognitive-only and non-cognitive-only models: 
Similarly, we found model C, with combined 
inputs from model A and B, predicted better than 
both A and B across all three major indices, by all 
three methodologies (NN, LR, SEM). Also, 
combination model E performed better than model 
B and D individually.  This finding supported the 
advantage of combining both cognitive and non-
cognitive factors in one retention model over using 
non-cognitive only, or cognitive only factors. This 
is consistent with results reported in previous 
studies by Besterfield-Sacre et al. (1997).  

Comparing modelling methods to predict 
student retention 
Performance results through k-fold cross-
validation showed systems developed with NN 
consistently outperform LR and SEM models in 
all five input models (A, B, C, D and E) in all 
three major performance indices. This is consistent 
with the findings from Dreiseitl and Ohno-Machado (2002). When comparing methods between LR and SEM, 
however, the results are mixed. Models with SEM performed better than LR in three models (B, C and D), but 

Proceedings of the Research in Engineering Education Symposium 2009, Palm Cove, QLD 5



Lin et al., Student Retention Modelling: An Evaluation of Different Methods  
and their Impact on Prediction Results 

Proceedings of the Research in Engineering Education Symposium 2009, Palm Cove, QLD 6

worse in model A and E. The remaining method DA, with its inflexible dichotomous outputs and linear nature of 
discriminant functions, did not demonstrate the ability to detect at-risk students. Therefore we suggest future 
researchers use caution and avoid applying DA in student retention models similar to the nature of this study.  

Recommendations  
Modelling/predicting matriculation of beginning engineering students has an obvious benefit of identifying at-
risk students early-on who could benefit from tailored intervention programs to improve retention. Model results 
can also be used to provide faculty and advisors with informed course selection advice to first-year engineering 
students. Future work will attempt to improve POD Not-Retained students. 
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